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Abstract: The estimation of a quarterly Gross Domestic Product (GDP) using an indirect approach based on quarterly 
indicators is often done by quarterly disaggregation of the national accounts branch per branch. The proportional method 
proposed by Denton (1971) leads to solving several optimization programs and doesn’t take into account the links between 
branches when searching for a quarterly GDP through indirect approach. This paper proposes a brand new approach to quarterly 
disaggregation of a GDP broken down into several branches or sectors, that takes into account the links between this branches. 
This approach generalizes the Denton (1971) proportional method and is an integrated approach in which the quarterly 
disaggregation of GDP is formulated as a multiobjective optimization problem. In fact, we group together on the one hand, all the 
elementary objective functions identified with respect to the various branches, and on the other hand, all the prescribed 
constraints according to the branches. Our technique relies on the minimization (in the least squares sense) of the difference in 
adjustment from neighbouring quarters under constraints provided by the annual benchmark data. The proposed model can be 
applied to the national accounts of any country using any approach for GDP compilation and it also takes also into account the 
usual inter dependence of its branches lacking in Denton method. Besides, it is worth noting that an algorithmic method needs to 
be devised due to the large scale of concrete GDP disaggregation problems. 

Keywords: National Accounts Disaggregation, Gross Domestic Product Quarterly Disaggregation,  
Denton Proportional Method, Generalized Denton Proportional Method, Multiobjective Quadratic Programming 

 

1. Introduction 

The estimation of quarterly GDP using an indirect approach 
based on quarterly indicators is often done by quarterly 
disaggregation of the national accounts for the various 
branches that make up GDP. This approach leads to the 
resolution of several optimization programs. The basic idea 
quarterly disaggregation of national accounts based on an 
indirect approach with indicators is to "adapt" the indicator to 
the annual accounts, estimating the statistical relationship that 
links in the past, the annualized indicator to the corresponding 
account, and assuming that this relationship observed on 
annual data is also valid on quarterly data. Among the indirect 
methods, one of them retains our attention, namely the 

proportional method of Denton (1971) in [8, 9] which is more 
suitable in case of lack of long time series data. Many working 
papers used Denton's basic formulation to propose 
modifications, as have done Cholette and Dagum (1994) in [8], 
Dagum and Cholette (2006) in [9]. 

Using the index isomorphism transforming proposed by 
Essessinou et al. [13], the basic version of Denton's 
proportional method for the quarterly disaggregation of 
national accounts is presented as follows [6, 8, 9]: 

Min�� ∑ ����� 	 ��
���
��
����
                (1) 
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subject to 

∑ ���������� = �� for y=1, 2,…, T       (2) 

where 
y: is the generic index for the annual national account series, 
t: is the generic index of quarters on the T years’ period: the 

indexes �  and �  allowing to reference an observation are 
restated using an operator proposed in [13], ��: is the annual national account series for year y, ��: is the desired quarterly value of the national account for 
the quarter t, ��: is the level of quarterly indicator related to the national 
account, 

T: is the number of year available for national annual 
account series. 

This technique keeps the calibrated series as proportional to 
the indicator as possible by minimizing (in the sense of least 
squares) the difference in adjustment from neighbouring 
quarters under constraints provided by the annual benchmark 
data. Denton's proportional method is a two-step technique for 
adjusting the quarterly series: preliminary estimation and 
adjustment to meet annual constraints. This method is called 
proportional because it assumes that there is a proportionality 
relationship between the value of the quarterly account and 
that of the related indicator. 

The multiobjective analysis carried out is based on the fact 
that there is an interdependence between different branches of 
the national accounts. It is assumed that there is perfect 
additivity between sectoral residuals in the determination of 
the quarterly GDP values. Indeed, certain branches can 
influence each other. For example, the agriculture branch is 
linked to other branches of national accounts, namely: 
agri-food, industry, trade, transport, etc. The quarterly 
agricultural production can therefore influence not only 
certain branches but also the analysis of production in certain 
sectors in conjunction with other sectors of the economy. So, 
on retrospective data, the quarterly disaggregation of national 
accounts, based on branch-by-branch disaggregation for the 
determination of quarterly GDP, does not take into account the 
links between branches of national accounts in the production 
process. 

In addition, in the classical and traditional methods of 
annual national accounts decomposition, the links between the 
branches are not explicitly formalized in the quarterly gross 
domestic product. Even if the quarterly GDP can be obtained 
by disaggregating the national accounts of the branches or 
sectors, using the various existing methods, multivariate 
approaches including those of Denton and Di Fonzo, T. and M. 
Marini summarized in the manual of quarterly national 
accounts [9] and that presented in the works of Ana Abad [2], 
do not take into account the interactions between branches. 

This paper presents a brand new approach for quarterly 
disaggregating of GDP broken down into several branches or 
sectors. The proposed model takes into account the links 
between branches and generalizes the Denton proportional 
method. 

2. Methodology of the Theoretical Model 

First of all, it is necessary to recall the notion of a 
multiobjective optimization problem. 

Definition 1 
Let U be a nonempty set in ℝ� and let F be a vector-valued 

function from ℝ�  to ℝ� . The space ℝ�  is assumed to be 
partially ordered by a convex and pointed cone C. Please, see 
[14] for more details on convex and pointed cone. 

A multiobjective programming problem is generally 
formulated as follows: 

Min�∈ !"#$ = �%&"#$, %
"#$, … , %�"#$�      (3) 

where !:	ℝ� 	⟶ ℝ� 	is the vector valued objective function 
and , ⊆ 	ℝ�  the set of all the equality and inequality 
constraints. 

A solution #  is a vector of N decision variables: # ="#&, #
, … #�$, #	.	ℝ� . Each decision variable #/  is framed 
by a lower bound #0/ , and an upper bound #1/. %/ represents 
the 2�3  objective function. Q is the number of objective 
functions and generally we have Q ≥ 2. 

Definition 2 (MOPTD) 
By grouping together all the elementary objective functions 

identified for all branches, and the constraints identified, the 
quarterly disaggregation of GDP appears as a problem 
formulated in the form of multiobjective programming. Thus, 
the multiobjective programming temporal disaggregation 
(MOPTD) model proposed in this paper is presented in the 
program defined through the equations (4)-(9) as follows: 

Min	�4"%&"�$, %
"�$, … , %5"�$, … , %6"�$$7	      (4) 

subject to. 

� = "�&, 	�
, 	��,… . �6$	              (5) 

�5 = "�5,�$�; 	: = 1, 2, … , 4>;	∀	@ = 1, 2, … ,A      (6) 

−	�5,� 	≤ 0;	∀	: = 1, 2, … ,4>;	∀	@	           (7) 

∑ �5,��������� − D5,� = 0;	∀	� = 1, 2, … , >;	∀	@	     (8) 

∑ �E,��E,�
�������� F5,� = GE,H

∑ �E,�IH�JIH
K ; 	∀	�;	∀	@     (9) 

where all objective functions, constraints, variable and 
parameters are described as following: 

M: the number of branches of national accounts, 
corresponding to the number of objective functions, 

T: the number of years for national accounts observed, � ∈ 41, 2, 3, … , >7, year generic index, � ∈ 41, 2, 3, 47, quarter index, : ∈ 41, 2, 3, … , 4>7:  generic index of quarters on the T 
years’ period obtained from �  and �  a using an operator 
proposed in [13]: @ ∈ 41, 2, 3, … ,A7, generic branch index of the quarterly 
accounts nomenclature. 

Value of the annual account per branch: let D5,�  be the 
(known) value added of the branch account @, for the year y; 
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�5,� is the quarterly indicator value of the branch @, for the 
quarter : = 1, 2, 3, … . , 4>; �5 = (�5,�)��&,
,..��: the vector of quarterly indicator related 
the branch @ over the entire period; 

Inter-branch interaction: we note MNO,5	the interaction of the 
branch j on the branch @, considered as the average share of 
the branch @ demand of product coming from the branch P: 

MNO,5 = 1	�%	P = @ and 0 ≤ MNO,5 < 1	�%	P ≠ @; 

Value added per branch: let �5,� be the value of national 
account for branch @ at quarter 

: = 1, 2, 3, … . , 4>; 

The vector of national account value for branch @ over the 
entire period is noted: 

�5 = (�5,�)��&,
,..��, �5 ∈ ℝ��	%ST	@ = 1,… ,A; 
The vector of quarterly national accounts value for all 

branches over the entire period is noted: 

� = (�&, 	�
, 	��,… . �6), � ∈ ℝ��×6; 
Quarterly Gross Domestic Product for the quarter :: VWX�  
Thus, the objective functions are given by: 

%5(�&, �
, … , �6) = ∑ ∑ MNO,5 Y�Z,��Z,� 	 �Z,�
��Z,�
�[
����
6O�&  (10) 

%ST	@ = 1, 2, … ,A 

The quarterly Gross Domestic Product is expressed by the 
relationship: 

VWX� = ∑ �5,�\]�&	 ; 	%ST	: = 1, 2, … , 4>    (11) 

Annual Gross Domestic Product for the year is obtained by 
aggregation over the four quarters 

VWX	� = ∑ VWX	��^_��^�� ; 	%ST	� = 1, 2, … , >   (12) 

Proposition 1 

Under the assumption of a total absence of interactions 
between branches, the program presented through the 
equations (4)-(9) is reduced to the Denton proportional 
method applied to each of the M branches of national 
accounts. 

Proof 

Let suppose that there is no interaction between the M 
branches of national accounts. 

So we have WN a,] = 1	�%	P = @  et WN a,] = 0	�%	P ≠ @ ; @ = 1, 2, 3, … ,A 
Consequently, %5 becomes 

%5(�) 	=bcX],_I],_ 	 X],_�&I],_�& f

��

��
 ; 
∀	@ = 1, 2, … ,A	g�:ℎ	� = (�&, �
, ��,… , �6) %5(�)  therefore depends only on �] , ∀	@ = 1, 2, … ,A . 

The problem defined by the equations (4)-(9) can therefore be 
written as follows: 

Min	i 4"%&"�&$, … , %5"�]$, … , %6"�\$$7 
subject to 

jk
kl
kk
m 	� = "�&, 	�
, 	��,… . �6$	�5 = "�5,�$�; 	: = 1, 2, … ,4>; 	@ = 1, 2, … ,A	−	�5,� ≤ 0;	∀	: = 1, 2, … ,4>; 	@ = 1, 2, … ,A	∑ �5,��������� − D5,� = 0;	∀	� = 1, 2, … , >;	∀	@		∑ �E,��E,�

�������� g5,� = GE,H
∑ �E,�IH�JIH
K ; ∀	@;	∀	�	

  (13) 

By relaxing the constraint 

∑ �E,��E,�
�������� g5,� = GE,H

∑ �E,�IH�JIH
K ; @ = 1,… ,A; ∀	� = 1,… , >, 

we get the following new program presented in (14): 

Min	� 4"%&"�&$, … , %5"�]$, … , %6"�\$$7	 
subject to 

jk
l
km

	� = "�&, �
, 	��,… , �6$	�5 = "�5,�$�; 	: = 1, 2, … ,4>;	∀	@ = 1, 2, … ,A	−	�5,� 	≤ 0;	∀	: = 1, 2, … ,4>;	∀	@	∑ �5,��������� − D5,� = 0;	∀	� = 1, 2, … , >;	∀	@	A		
  (14) 

 
Since the objective functions have independent arguments, 

it is possible to optimize the %5 separately to determine the �5 = "�5,�$�  for @ = 1, 2, … ,A , so that we can have the VWX�  by summing the �5,� , using the equation (11). This 
means solving all the elementary optimization 
program	defined by the equation (15): 

Min	�E 4%5"�]$7	 
subject to 

−�5,� 	≤ 0;	∀	: = 1, 2, … ,4>; 
∑ �5,��������� − D5,� = 0;	∀	� = 1, 2, … , > (15) 

It can be seen that the program presented in (15) is similar 
to the program presented earlier in (1), illustrating the Denton 
proportional method applied to branch @ = 1, 2, … ,A  of 
national accounts. 

Thus, the program presented through the equations (4)-(9) 
is reduced to Denton's proportional method applied 
successively to the M branches to deduct quarterly GDP from 
the previous equation (11). 

Remark 1 
From the results of proposition 1, it can be deduced that the 

proposed MOPTD model is a generalization of Denton's 
proportional method. 
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3. Theoretical Existence of Solution 

The problem is analyzed on the basis of a hypothesis of 
cooperation between the objective functions. The following 
definition provides an understanding of concepts and 
mathematical properties of the proposed model. 

Definition 3 

Given n variables #&, #
, #�, … , #n  and the subset o of ℝ, 
we call quadratic polynomial in #&, #
, #�, … , #n , any 
application p	: on → o  such that there are elements r// 	(1 ≤ � ≤ s) and r/O 	(1 ≤ � < P ≤ s) of the o and: 

p(#&, #
, #�, … , #n) = ∑ r//#/
n/�& + 2	∑ r/O&u/vOun #/#O (16) 

Definition 4 [10] 
(�) A function %:	Κ → ℝ is said to be quadratic if % is the 

sum of an affine function and a quadratic form. That is to say 

%(�) =< ��, � > +< y, � >           (17) 

where Κ ⊂ ℝn; A is a square matrix of An(ℝ) and C is a 
matrix of size 1 × 	s. 

(��) An optimization problem (P) is quadratic if the criterion 
is quadratic and has a finite number of linear constraints of 
equality and inequality. In other words, (P) is the form 
presented by the equation (18): 

A�s	%(�) =	< ��, � > +< y, � > 

s. t 

{BX = bDX ≤ d                     (18) 

A is a square matrix of An(ℝ) and C is a matrix of size 1 × 	s; b is a matrix of size k x 1; d is a matrix of size m x 1; B 
is a matrix of A5×n(ℝ) and D is a matrix of A�×n(ℝ). 

Remark 2 
Obviously, any quadratic function is polynomial and 

therefore continuous. 
Definition 5 
An optimization problem is said to have a finite value, if its 

set of solutions is not empty and its objective function is to 
have real values is defined by: !:	, ⟶ ℝ;  where ,  is a 
normed vector space. 

We have the following existence theorem. 
Theorem 1 

If Ω is a normed vector space with finite dimension, then 
any finite value quadratic optimization problem on Ω admits 
(at least) a solution. 

Proof 

This theorem is a special case of Theorem 1.36 in [10] 
formulated in the case where Ω is a Banach space 

Theorem 2 ([14], p 274) 
Assume that ��(y) is pointed, , is a nonempty compact 

set, and ! is a continuous function. Then, the problem (3) has 
minimal solutions. 

Proof 

This theorem is an equivalent version case of Theorem 7.5 
for minimization programming in [14]. The proof can be seen 
in [14]. 

Definition 6 
Considering the objective function %5 defined in equation 

(10), the elementary problem of quarterly disaggregation of 
branch (sector) @ is presented through the equations (19)-(24) 
as follows: 

Min	�4%5"�$7	                (19) 

subject to 

�5 = "�5,�$�; 	: = 1, 2, … , 4>         (20) 

� = "�&, 	�
, 	��,… . ��$           (21) 

−	�5,� ≤ 0;	∀	: = 1, 2, … , 4>          (22) 

∑ �5,��������� −	D5,� = 0;	∀	� = 1, 2, … , >     (23) 

∑ �E,��E,�
�������� g5,� = GE,H

∑ �E,�IH�JIH
K ; 	∀	� = 1, 2, … , >  (24) 

Remark 3 
As it can be seen, this problem is multiobjective quadratic 

programming. 
Lemma 1 

If T is finite number, then for all @ = 1, 2, … ,A, the problem 
is presented through the equations (19)-(24) is quadratic with a 
compact constrained set and therefore admits a solution. 

Proof 

Let start by noting that the objective function %5 defined in 
equation (10) is a quadratic polynomial according to the 
definition 3. 

Indeed, for fixed @, by posing aa,_ = &
��,� we have: 

%5"�$ 	=bbMNO,5�aa,_�O,� − aa,_�&�O,��&�

��

��


6

O�&
 

=bbMNO,5�aa,_
 �O,�
 + aa,_�&
 �O,��&
 − 2�a,_	�a,_�&�O,��O,��&�
��

��


6

O�&
 

by developing and reducing relative to t, we obtain; 

%5"�&, �
, … , �6$ = 

bMNO,5�aa,&
 �O,&
 + 2aa,

 �O,

 +⋯	+ 2aa,���&
 �O,���&

6

O�& + aa,��
 �O,��
 �	 
+	2bMNO,5�−�a,&	�a,
�a,&�a,
 − �a,
	�a,��a,
�a,� −⋯

6

O�& − �a,���&	�a,���O,���&�O,��� 
by posing r&,&,O = aa,&
 MNO,5 ; r��,��,O = aa,��
 MN6,5 ; r0,0,O =2aa,�
MN6,5, � = 2, 3, … 4> − 1 et 

r/,0,O = −�a,�	�a,�WN a,]	"1 ≤ � < � ≤ 4>$ 
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we obtain 

%5(�&, �
, … , �6) = 

b�r&,&,O�O,&
 + r
,
,O�O,

 +⋯+ r���&,���&,O�O,���&
6
O�& + r��,��,O�O,��
 �	 

+	2b�	r&
,O�O,&�O,
 + r
�,O�O,
�O,� +⋯6
O�&+ r���&,��,O�O,���&�O,��� 

Thus %5 is a quadratic polynomial. 
Let us designate by Ω5  the constrained space of the 

problem presented through the equations (19)-(24). 
we have: 

Ω5 = {�5 = ��5,���; 	∀	� = 1, 2, … , >; 	: = 1, 2, … ,4>;	 
	�5,� ≤ 0;	�5,� 	 D5,� ≤ 0; 

b �5,���
������ 	 D5,� = 0; 

b �5,��5,�
��

������ g5,� = D5,�∑ �5,��������� 	� 

Ω5  consists of the constraints of equality and inequality 
defined by affine functions. Thus, as %5  is a quadratic 
polynomial, according to definition 4 (ii), the problem 
presented through the equations (19)-(24) is quadratic. In 
addition to that %5  is continuous over Ω5  according to the 
remark 3. As Ω5 is a normed vector sub-space of ℝ�� , if T is 
finite, then Ω5  is of finite size. In addition, as D5,�  is 
deterministic because being a fixed base data, Ω5 is closed 
and bounded. Thus, applying Theorem 2, we deduce that the 
problem presented through the equations (19)-(24) admits at 
least one solution. 

Theorem 3 

Let us Ω5  be the constraints space of the elementary 
problem presented through the equations (19)-(24). So, if T is 
finite, the problem presented through the equations (4)-(9) 
admits at least one solution. 

Proof 
We assume that T is finite. According to Lemma 1, we have 

the following results for all	@: 
a) the objective function %5 is quadratic, 
b) Ω5, is part of a vector space of finite dimension, bounded 

and 
c) the problem presented through the equations (19)-(24) is 

quadratic and has a solution. 
We therefore deduce that ∀	@ = 1, 2, … . ,A, %5 is regular, 

i.e. continuous, finite and bounded on Ω5. 
Let consider Λ = 	Γ⋂(∏ Ω55 )  where Γ  is the vector 

space defined by: 

Γ = �	(�5)5�&,
,…,6 = ���5,����5�&,
,…,6 , : = 1, 2, … ,4>;	  

g�:ℎ b b�5,��
]�&

��
������ 	bD5,�	�

5�& = 0;	∀	� = 1, 2, … , >� 

By construction, Γ  is made up of equality constraints 
defined by affine functions. Γ explain that for each year, the 
total values added of the four quarters for all the branches 
(sectors) is equal to the GDP, this balance is realized over the 
entire period of the annual accounts observation. 

Thus, we have Γ ⊂ (ℝ��)6 ≡ ℝ��6 and we obtain that Γ 
is an affine sub-space of ℝ��6 which is of finite size. 

As Ω5 is of finite dimension and is bounded, so ∏ Ω55 	⊂(ℝ��)6  is of finite and bounded dimension. Consequently, Λ = 	Γ⋂(∏ Ω55 )  is of finite dimension, bounded and 
therefore constitutes a regular space. 

Let’s Σ be the space defined by all the constraints of the 
problem presented through the equations (4)-(9). Intuitively, 
the multiobjective program which is defined reflects that Σ ⊆ Λ. This implies that Σ is a regular space. 

Thus, the regularity properties of objective functions and 
the characteristics of the spaces of decision vectors built from 
constraints, illustrate the regularity of the problem. The 
existence of a solution is therefore ensured by Theorem 2 
above and the Theorem 1 of [3] in the case of one level. 

Remark 4 
Denton's proportional method implicitly establishes from 

the observed annual benchmark indicator (BI) ratio a time 
series of estimation-indicator ratios (quarterly BI ratio) of 
quarterly estimates calibrated from the quarterly national 
accounts that is as smooth as possible and such that, in the case 
of flow series: 

(a)- For retrospective series (y∈{1, 2,…, T}), the average of 
the quarterly BI ratio is equal to the annual BI ratio for each 
year y. 

(b)- For prospective series (y∈{T+1, … }), quarterly ratios 
are kept constant and equal to the ratio of the last quarter of the 
last benchmark year. 

The Remark 4 is used to reinforce constraints and to 
develop an improved version of adjustment and extrapolation 
method in the multi-objective approach we propose in this 
paper. So we have the following definitions. 

Definition 7 (Adjusting) 
To reconcile the estimated quarterly national accounts with 

the true annual observed values, an adjustment is proposed to 

the estimated quarterly values. The adjusted value �5,���O  of 
the estimated national accounts for quarter :  for branch 
(sector) @ is given by: 

�5,���O = ��5,� 	 F5,� × ���	 � b ��5,���
������ 	 D5,�� 
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× ���s � b ��5,���
������ 	 D5,�� 

∀	� = 1, 2, … . >                (25) 

The weights are given by: 

F5,� =	 �E,�∑ �E,�IH�JIH
K 	               (26) 

��5,� is the estimated value of the account for the quarter and D5,� the value for the year � ���	(#) is the absolute value of #: 
���	(#) = max	{	#, #}             (27) 

���s(#) = � 1	�%	# > 0	1	�%	# < 0	           (28) 

Definition 8 (Extrapolating) 
The interest of the quarterly national accounts lies in the 

fact that, in a current year when the annual accounts are not yet 
available, the quarterly accounts for that year can be estimated 
by extrapolation from the values of the observed quarterly 
indicators. Thus, starting from Denton's basic extrapolation 
method and the one presented by Di Fonzo, T. and Marco, M. 
[6] in their formula (5), the relationship presented in [12] 
through scenario 3 is adapted to the quarterly accounts by 
considering the values of the BI ratios of the last nine previous 
quarters. Assuming that ¢ is the last year of observed annual 
national accounts, the extrapolated value added of the branch 
(sector) @ for the quarter (4¢ + T) is given by: 

�5,��£¤��O = �5,��£¤ ¥0.5 × �E,I§¨©
�ª«Z
�E,I§¨©
� + 0.5 × c&¬∑ �E,�ª«Z�E,�(��£¤�&)��(��£¤�&)�¬ f­                      (29) 

where �5,���Ois the adjusted interpolation value added of the branch 
k for the quarter t T is the rank of the quarter of year ¢ + 1 for which the 
extrapolation is made, T = 1, 2, 3, 4.  

4. Numerical Algorithm in Investigation 

The solving algorithms of the traditional quarterly 
disaggregation methods are presented in [1, 2, 5]. The solving 
method and algorithm of the model presented in this paper are 
in progress. 

Several algorithms have been developed in the literature to 
solve multiobjective optimization problems, but most of these 
multiobjective optimization problems are Non Polynomial 
difficult (NP-difficult) problems. In the class of NP-difficult 
problems, there is no algorithm that provides the optimal 
solution in polynomial time depending on the size of the 
problem. Solving multiobjective problems comes from two 
fairly different disciplines. Two types of approaches are 
adopted, namely: non-Pareto approaches which seek to reduce 
the initial problem to one or more mono-objective problems 
and Pareto approaches which do not transform the objectives 
of the problem and these are treated simultaneously during the 
solving by seeking the best compromise solutions. 

The challenge that we faced in this research is that of the 
search for an algorithm allowing to have a satisfactory result 
especially in a context where the economic activity takes place 
in a continuous and dynamic way with interaction between the 
branches of the economy. The model solving could be done 
following the Pareto approach by relying on Non-dominant 
Sorting Genetic Algorithm (NSGA-II) [4, 15] procedure. 
However, NSAG-II introduces a hazard when generating the 
reference population for Pareto optimal solutions searching. 

Given that, it is necessary to set up a method to make the 
fairest or most desirable decision [11], the first phase of the 
next research consists in setting up a method and an algorithm 
allowing to solve in a real way the proposed model in order to 

get strictly the point which achieves the minimum of each 
objective function. 

5. Conclusion and Perspective 

This paper provides a theoretical presentation of the 
problem of quarterly disaggregation of GDP in the form of a 
multiobjective programming model. It should be noted that 
the proposed model in this paper is better suited for the 
quarterly disaggregation of GDP. The MOPTD model we 
propose generalizes the Denton’s proportional method. 

Finally, this paper shows that the extrapolations of GDP using 
the Denton proportional method and those made using the 
multiobjective programming approach we propose, must produce 
similar results when the quarterly indicators used are strongly 
correlated to the annual accounts. It should be noted that the 
multiobjective programming approach is better suited to take into 
account the links between branches of national accounts in the 
GDP quarterly disaggregation process. Our approach could 
reduce the volatility of the quarterly GDP obtained. The proposed 
model can be applied to the national accounts of any country 
using any of (i) production approach, (ii) expenditure approach 
and (iii) income approach for GDP compilation. 

The problem is in evidence a large problem and work is in 
progress to set up an efficient method and algorithm for 
solving our model. Simulations will be carried out using the 
real data of a National Statistics Office (NSO). The data will 
subject to prior statistical processing before proceeding to the 
simulations. The GDP will be decomposed into several 
branches in accordance with the nomenclature defined for the 
national accounts at the NSO. The obtained results with the 
proposed model will be compared to those obtained using 
Denton's proportional method applied separately to each of the 
sectors. 
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