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Abstract: In this paper, a minimum time problem for n×n co-operative hyperbolic systems involving Laplace operator and 

with time-delay is considered. First, the existence of a unique solution of such hyperbolic system with time-delay is proved. 

Then necessary conditions of a minimum time control are derived in the form of maximum principle. Finally the bang-bang 

principle and the approximate controllability conditions are investigated. 
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1. Introduction 

The most widely studies of the problems in the 

mathematical theory of control are the “time optimal” 

problems. The simple version is that steering the initial state 

0y in a Hilbert space H  to hitting a target set HK ⊂  

in minimum time , with control subject to constraints 

( HUu ⊂∈ ). In this paper we will focus our attention on 

some special aspects of minimum time problems for 

co-operative hyperbolic systems with time delay. In order to 

explain the results we have in mind, it is convenient to 

consider the abstract form: Let V  and H  be two real 

Hilbert spaces such that V  is a dense subspace of 

H .Identifying the dual of H  with H  we may consider 

VHV ′⊂⊂ . Let )(tA ( []0,Tt ∈ ) be a family of 

continuous operators associated with a bilinear forms 

;.,.)(tπ  defined on VV ×  which are symmetric and 

coercive on .V Then ,from Lions [1] and Lions - Magenes 

[2]and for B  be a bounded linear operator from a Hilbert 

space U  to );(0,2 HTL , the following abstract 

systems:  
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have a unique weak solution y  such that 

).];([0,),( HVTCyy ×∈′  We shall denote by );( uty  

the unique solution of the equation (1) corresponding to the 

control u. The time optimal control problem we shall concern 

reads: 

},);(:{ UuKuyMin ∈∈ττ        (2) 

where K  is a given subset of ,H  which is called the 

target set of the Problem (2). A control 
0u  is called a time 

optimal control if Uu ∈0
 and if there exists a number 

0>0τ  such that Kuy ∈);( 00τ  and  

},);(:{min=0 UuKuy ∈∈τττ       (3) 

We call the number 
0τ  as the optimal time for the time 
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optimal control Problem (3). 

Three questions (problems) arise naturally in connection 

with this problem 

(a) Does there exist a control ,u  and 0>τ  such that 

?);( Kuy ∈τ  ( this is an approximate controllability 

problem).  

(b) Assume that the answer to (a) is in the affirmative, does 

there exist a control 
0u  which steering );( 00 uy τ  to 

hitting a target set K  in minimum time?  

(c) If 
0u  exists,is it unique? what additional properties 

does it have? 

In practical applications, the behavior of many dynamical 

systems which describes a state of time-optimal control 

problems depends upon their past histories. This 

phenomenon can be induced by the presence of time delays. 

Due to the inherent difficulties in solving control problems 

with time delays, the progress in this area has been slow. 

Here, we mention the work of Wang [4], where the time 

optimal control for a class of ordinary differential-difference 

equation with time lag was considered. Also, we mention the 

work of Knowles [5], where a Time optimal control of 

parabolic systems with boundary condition involving time 

delays was considered and it is shown that the optimal 

control is characterized in terms of an adjoint system and it is 

of the bang-bang type. 

Time-optimal control of distributed parameter systems 

governed by a system of hyperbolic equations is of special 

importance for the active control of structural systems for 

which the equations of motion are generally expressed by 

hyperbolic differential equations. A typical application of a 

hyperbolic equation is the vibrating system.Time-optimal 

control of distributed parameter systems governed by a 

system of hyperbolic equations have been studied in many 

papers, we mention only [6], [7] in which time optimal 

distributed control problems of vibrating systems has been 

studied. In our papers  [8-11], the results in [6] and [7] have 

been extended to the time optimal control problems for 

systems governed by nn×  hyperbolic systems, involving 

laplace operator with different cases of observations. 

In this paper, we will consider a time-optimal control 

problem for the following nn×  co-operative linear 

hyperbolic system with time delay h  and involving 

Laplace operator (here and everywhere below the vectors are 

denoted by bold letters.):  
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where ,1,0 ,, iii yyφ  are given functions, 
NR⊂Ω  is a 

bounded open domain with smooth boundary Γ  and 

)(tA ( []0,Tt ∈ ) are a family of nn×  continuous 

matrix operators,  
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with co-operative coefficient functions ijii aad ,,  

satisfying the following conditions:  









≤

∞

.),(),(),(

,onditions)(symmetryc=

),(inefunctionsarepositiv,,

txatxatxa

aa

QLaad

jiij

jiij

ijii

   (5) 

This problem is, steering the initial vector state (0)y  for 

system (4), with a vector control function 

),...,,(= 21 nuuuu  belonging to a given control set 
nU ε  

so that an observation )(ty  hitting a given target set 
nKε  

in minimum time,  
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and 0>, εε  and )(2 Ω∈ Lzid
 are given. 

First, we establish the well posedness of the system (4) 

under conditions on the coefficients stated by the principal 

eigenvalue of the Laplace eigenvalue problem. Then, we 

formulate a time optimal control problem and we derive the 

necessary and sufficient conditions which the optimal control 

must satisfy in terms of the adjoint. 

2. Solutions of n×n Co-operative 

Hyperbolic Systems  

Let ),(1

0 ΩH  be the usual Sobolev space of order one 

which consists of all )(2 Ω∈ Lφ  whose distributional 

derivatives )(2 Ω∈
∂
∂

L
xi

φ
and 0=Γφ  with the scalar 

product norm 
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)(2)(2)(1
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.=where
1= k

N

k x∂
∂∇ ∑  

We have the following dense embedding chain [13]  
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Lemma 1 If Ω  is a regular bounded domain in ,NR  

with boundary ,Γ  and if m  is positive on Ω  and 

smooth enough ( in particular ),(Ω∈ ∞Lm ) then the 

eigenvalue problem:  
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possesses an infinite sequence of positive eigenvalues:  

.as,)(;)()(<)(<0 21 ∞→∞→≤ kmmmm kk λλλλ ……  

Moreover )(1 mλ is simple, its associate eigenfunction 

me  is positive, and )(1 mλ is characterized by:  

dxydxmym
22

1 )( ∇≤ ∫∫ ΩΩ
λ          (8) 

Proof. See[14].  

Now, let 

ninai ,1,2,......=,)(1 ≥λ         (9) 

Lemma 2 If (5) and (9) hold then, the bilinear form (7) 

satisfy the Gårding inequality  
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Proof. In fact  
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By Cauchy Schwarz inequality and (8),we obtain  
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From (9) we have  
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For optimal control problems it is of importance to consider 

the cases where the control iu  belongs to ).(2 QL  For 

these cases, we have the following results:  

Theorem 1  Let (5), (9) be hold and let iiii uyy φ,1,0 ,  

be given with  

)(),(),(),( 202

,1

1

,0 QLuIWLyHy iiii ∈∈Ω∈Ω∈ φ  
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Then there exist a unique solution )(0,TW∈y  

satisfying the Dirichlet problem (4). Moreover 

)()(., 1

0 Ω∈ Hjhyi
 and )()(., 2 Ω∈

∂
∂

Ljh
t

yi  for 

1,2,...=j  and .1,2,...,= ni   

The above theorem can be established by first solving the 

problem on 
1Q  then, the existence of a unique solution on 

2Q  is established by using the solution on 
1Q  to 

generate the initial data at ht = . This advancing process is 

repeated for …,, 43 QQ  etc until the procedure covers the 

whole cylinder .Q  Hereafter, the solution on 
jQ  will be 

denoted by .1,2,= …jjy  Now, the existence of a 

unique solution 
njj QLIW ))(()( 2⊂∈y  can be 

established by making use of results of Lions [1] (Theorem 

1.1 chapter4 )specialized to the case of ,))((= 1

0

nHV Ω  

nLH ))((= 2 Ω  and an initial data at .1)(= hjt −  In 

order to apply the same results of Lions to any ,jQ  we 

must verify that the right hand sides of (4)on ,jQ  satisfy 

the same conditions as required for ,1,0 , ii yy  and iu  this 

means, we must verify that  
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This can be shown by making use of [1] (Remark.1.3 

Chapter 4 ). 

3. Co-operative Hyperbolic Systems 

We will denote by );( uy t  to the unique solution of (4), 

at time t  corresponding to a given control 
nU ε∈u  and a 

given functions iiii uyy φ,1,0 ,  satisfying the hypothesis of 

Theorem 1. Occasionally, we write );,( uy tx  when the 

explicit dependence on x  is required. 

In this section, we consider the following first 

time-optimal control problem with control v acts in velocity 

initial condition and position observation :);,( vy tx   

},,);,(:{min:)( nn UKtxtTOP εε ∈∈ uuy  

In order for the problem (TOP) to be well posed, we 

assume the following 

There exist a ]]0,T∈τ and  
nUε∈u  with 

nKετ ∈);( uy                (10) 

Set  

}.foresome);(:{inf=0

1

nn UK εετττ ∈∈ vvy   (11) 

The following result holds .  

Theorem 2 If (5), (9) are hold, then there exist an 

admissible control 
0u  to the problem (TOP), which 

steering );( 0uy t  to hitting a target set 
nKε  in minimum 

time 
0τ  ( defined by (11) ). Moreover  
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then, from (13) we have  
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Combine(14) and (15)show that  
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Dividing the inequality (18) by λ  gives the desired 
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For simplicity, we introduce the following notations: 
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Having found 
1p  we may proceed to solve the problem 
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on 
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Note that the right-hand sides of (21) are completely 

determined once 
1p  is Known. This backward process is 

repeated until the procedure covers the whole cylinder .Q  

For ,))(( 2 nQL∈u  the existence of a unique solution 
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pi τ ) can be established by applying 

Theorem 1 to (21) with obvious change of variables and with 

reversed sense of time .= 0 tt −′ τ In the same way, the 

result can be extended to 2,3,...=, jQ j
 Thus, we have 

the result: 

Lemma 3 Let the hypothesists of Theorem.1 be satisfied. 

Then, for given idz  in )(2 ΩL  and any ),(2 QLui∈  

there exists a unique solution )(0,),( 0τWt ∈up  to 

Problem (19).  

Now, in view of Lemma.3, we can proceed to simplify 

Inequality (12) using the adjoint System (19). Multiply the 

first equation in (19) by )()( 0
uu ii yy −  and integrate 

over Ω×[]0, 0τ  we option the identity:  

( )

dxdtyytp

dxdttAyy
t

tp

dxyyzy

iii

iiii

iiidi

))()()((

))()()(())()(()(=

=);();()();((

0
0

0

00

2

20

0

00000

uu

uyuyuu

uuu

−++

















−+−

∂
∂

−−

∫∫

∫∫

∫

Ω

−

Ω

Ω

ω

τττ

ωτ

τ

 (22) 

The first term in the right hand side of (22)can be rewrite 

as  

( ) dxdttAyy
t

tp
iiii 















−+−

∂
∂

∫∫ Ω
))()()(())()(()( 00

2

20

0
uyuyuu

τ

dxdthtyhtytpdxdttp iiii )),(),()(())((= 0
0

0

0
0

0
uuuu −−−−− ∫∫∫∫ ΩΩ

ττ

dxdtyytpdxdtuutp iiiiii ))()()(())(;(= 0
0

0

00
0

0
uuu −+−− ∫∫∫∫ Ω

−

Ω
ω

ωττ

 (23) 

Substituting from (23) into (22) we obtain  

dxdtuutp

dxyyzy

iii

iiidi

))(;(=

);();()();((

00
0

0

00000

−

−−

∫∫

∫

Ω

Ω

u

uuu

τ

τττ
 

Hence (12) is equivalent to  

.0))(;( 00
0

0
1=

n

iii

n

i

Udxdtuutp ε
τ

∈∀≥−∫∫∑ Ω
uu  (24) 

We now summarize the foregoing result  

Theorem 3 We assume that (5), (9) hold. Then there exist 

the adjoint state  







 Ω∈

∂
∂Ω∈∈ )))((),))((;(0,: 21

0

02 nn L
t

HL
p

ppp τ  

such that the optimal control 
0u  of problem (TOP) is 

characterized by (19), (24) together with (4) (with 

niuu ii 1,2,...,=,= 0
).  

4. Bang-Bang Control and Controllability 

The maximum conditions (24) of the optimal control leads 

to the following result: 

Theorem 4 (Bang-Bang theorem) Let the hypothesists of 

Theorem.3 be satisfied. Then the optimal control of (TOP) is 

unique and bang -bang, that is 1|),(| 0 ≡txui
 almost 

everywhere.  

Proof. The proof will follow from Theorem3 if we can 

show that 0=),( /txpi  for almost all []0,),( 0τ×Ω∈tx . 

We shall show this fact by contradiction. Therefore, we 

suppose that  

[,]0,),(for0=),( 0τ×Ω⊂∈ Etxtxpi
 

E  non null. Let us denote by 0k  the largest 

nonnegative integer k  such that 0>0 hk−τ  . 

Suppose firstly that E  has non null intersection with 

[.,] 00 ττ h−×Ω  If ,<0 hτ  the same argument applies 

to ).(0, 0τ×Ω  In the cylinder [,] 00 ττ h−×Ω , )( 0up  

satisfies  

[,]),(0,=))()((
)( 000

2

02

ττ htxtA
t

p
i

i −×Ω∈+
∂

∂
up

u
 

and so, by ( [?]), )( 0
uip  must be analytic in the cylinder 

[,] 00 ττ h−×Ω  . As )( 0
uip  is zero in ,E  it must be 

identically zero in [.,] 00 ττ h−×Ω  From our earlier 
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remarks, the mapping );( 0
ut

t

p
t i

∂
∂→  is continuous from 

,)(][0, 2 Ω→ LT  and so  

),);((=0=);( 0000

ii
i zy

t

p −−
∂
∂

uu ττ  

which leads to a contradiction. 

We shall now show that the case where 

[]0, 0 khE −×Ω∩ τ  is non null can be inductively 

reduced to the above. 

Note that, in the cylinder [,,2] 00 hh −−×Ω ττ  

)( 0
uip  satisfies 

),;,(=))()((
)( 00

2

02

uup
u

htxptA
t

p
ii

i ++
∂

∂
																							

[.,2]),( 00 hhtx −−×Ω∈ ττ

     (25) 

We have just shown that, );,(| 0
uhtxpi +Ω  is analytic 

for [,2]),( 00 hhtx −−×Ω∈ ττ  and so )( 0
uip  must 

be analytic in [,,2] 00 hh −−×Ω ττ  since (25) have 

analytic coefficients [?]. By induction, )( 0
uip  must be 

analytic in each cylinder  

[.]0,and,

,2,3,=[,1)(,]

0

0

0

00

hk

kkhkkh

−×Ω

−−−×Ω

τ
ττ …

 

If 0=))( 0
uip on [1)(,] 00 hkkhE −−−×Ω∩ ττ  

for some ,,2,3,= 0kk …  then by analyticity and 

continuity as before,  

[.1)(,]),(for0))( 000 hkkhtxpi −−−×Ω∈≡ ττu   (26) 

Substituting (26) in to (25) gives 

[.2)(,1)(]),(

for0=))()((
)(

00

0

2

02

hkhktx

tA
t

p
i

i

−−−−×Ω∈

+
∂

∂

ττ

up
u

 

So in the cylinder [2)(,1)(] 00 hkhk −−−−×Ω ττ ,

)( 0
uip satisfies  

0;=));1)((.,

0,=))()((
)(

00

0

2

02

u

up
u

hkp

tA
t

p

i

i
i

−−

+
∂

∂

τ
 

consequently, by backward uniqueness [12],  

[.2)(,1)(]0,)( 000 hkhkpi −−−−×Ω≡ ττu  

We can repeat this argument until 0,=);( 00
uτip  

which leads to a contradiction. Since 
nU ε  is strictly convex, 

then the optimal control is unique. This is complete the proof.  

With regard to controllability assumption (10), We can 

show quit easily that (4) is approximately controllable in 
nQL ))(( 2

 in any finite time 0,>τ  if and only if., 

}))((:);({ 2 nQL∈uuy τ  is dense in .)(( 2 nQL  By the 

Hahn-Banach theorem, this will be the case if  

),(0,=);,()( 2 Ω∈∫Ω Lzdxxyxz iii uτ    (27) 

for all ,))(( 2 nQL∈u  implies that 

.1,2,...,=0,=)( nixzi  

Let )(0,τW∈p  be the unique solution of (19) with  

.),(=),( Ω∈xxzxp ii τ  

The proof of Theorem 3 showed that  

;)))((=);();()((
0

dxdtuutpdxtytyxz iiiiii −− ∫∫∫ ΩΩ

τ
uu  

and so, if (27)holds for all ,))(( 2 nQL∈u  

Then  

0,=dxdtup ii∫∫ Ω

τ

 

nQL ))(( 2∈u  and 0=p in .Q  By continuity,  

0=)(=),( xzxp ii τ  

for almost all Ω∈x . 

5. Scalar Cases 

In this section, we give some special cases. 

Case I: Coupled system with time delay 

Here, we take the case where 2,=n  in this case, the time optimal problem therefore is  

}),(=,);,(:{min 2

21

2

εε UuuKtxt ∈∈ uuy  
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The state ),(= 21 yyy  is the solution of the following equations 



















∈Γ∈

Ω∈
∂
∂

∂
∂

Ω∈
−∈Ω∈

∈Ω∈+−++∆−
∂

∂

∈Ω∈+−++∆−
∂
∂

[,]0,,0,=),(=),(

,),(=,0)(),(=,0)(

,),(=,0)(),(=,0)(

,0[,],),(=),(),,(=),(

[,]0,,,),(),(),(=

[,]0,,,),(),(),(=

0

21

2,1
1

1,1
1

2,021,01

2211

00

2222212122

2

2

00

1121211112

1

2

τ

φφ

τ

τ

txtxytxy

xxyx
t

y
xyx

t

y

xxyxyxyxy

htxtxtxytxtxy

txuhtxyytxaytxay
t

y

txuhtxyytxaytxay
t

y

 

With 









∈
≥≥

∞

).(,

,=2,)(2,)(

),(inefunctionsarepositiv1,2=,),,(

0

21

2112221111

IW

aaaa

QLjitxaij

φφ
λλ  

The adjoint ),(= 21 ppp  is the solution of the following equations  





















×Γ

Ω−−
∂

∂

Ω−−
∂
∂

Ω




−×Ω
−×Ω+

++∆−
∂

∂




−×Ω
−×Ω+

++∆−
∂

∂

[.]0,in0=);,(=);,(

,in));,((=);,(

,in));,((=);,(

,in0=);,(=);,(

[,]in0

[]0,in),;,(
),(),(=);(

[,]in0

[]0,in),;,(
),(),(=);(

00

2

0

1

2

00

2

002

1

00

1

001

00

2

00

1

00

00

2

2221212

0

2

2

2

00

00

1

2121111

0

2

1

2

τ

ττ

ττ

ττ
ττ

τ
ττ

τ

uu

uu

uu

uu

u
u

u
u

txptxp

zxyx
t

p

zxyx
t

p

xpxp

h

hhtxp
ptxaptxapt

t

p

h

hhtxp
ptxaptxapt

t

p

d

d

 

The maximum condition is  

[ ] .0))(,0;())(,0;( 20

11

0

2

0

11

0

1

0

0
ε

τ
Uudtdxuuuxpuuuxp ∈∀≥−+−∫∫ Ω

 

Case II: 1=n  with time delay 

Here, we take the case where 1,=n  in this case, the time optimal problem therefore is  

}=,);,(:{min 1

1

1

εε UuuKutxyt ∈∈  

The state 
1= yy  is the solution of the following equations  
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












∈Γ∈

Ω∈
∂
∂

−∈Ω∈

∈Ω∈+−+∆−
∂
∂

[,]0,,0,=),(

,),(=,0)(),(=,0)(

,0[,],),,(=),(

[,]0,,,),(),(=

0

10

00

12

2

τ

φ
τ

txtxy

xxyx
t

y
xyxy

htxtxtxy

txuhtxyytxay
t

y

 

with 





∈≥

∞

).(1,)(

),(functioninispositive),,(
0

11

1

IWa

QLtxa

φλ
 

The adjoint 
1= pp  is the solution of the following equations  















×Γ

Ω−−
∂
∂

Ω




−×Ω
−×Ω+

+∆−
∂
∂

[.]0,in0=);,(

,in));,((=);,(

,in0=);,(

[,]in0

[]0,in),;,(
),(=);(

00

1

0000

00

00

00

1

0

2

2

τ

ττ

τ
ττ

τ

utxp

zuxyux
t

p

uxp

h

huhtxp
ptxaput

t

p

d

 

The maximum condition is  

[ ] .0))(,0;( 100
0

0
ε

τ
Uudtdxuuuxp ∈∀≥−∫∫ Ω

 

Case III: 1=n  without delay 

Here, we take the case where 1,=n  without time delay (see [1], [7]) in this case: 

The state 
1= yy  is the solution of the following equations  















∈Γ∈

Ω∈
∂
∂

∈Ω∈+∆−
∂
∂

[,]0,,0,=),(

,),(=,0)(),(=,0)(

[,]0,,,),(=

0

10

00

12

2

τ

τ

txtxy

xxyx
t

y
xyxy

txuytxay
t

y

 

with 





≥

∞

1.)(

),(functioninispositive),,(

11

1

a

QLtxa

λ
 

The adjoint 
1= pp  is the solution of the following equations  















∈Γ∈

Ω∈−−
∂
∂

Ω∈

∈Ω∈∆−
∂
∂

[.]0,,0=);,(

,));,((=);,(

,0=);,(

[,]0,,),(=);(

00

1

0000

00

0

1

0

2

2

τ

ττ

τ

τ

txutxp

xzuxyux
t

p

xuxp

txptxaput
t

p

d

 

The maximum condition is  
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[ ] .0))(,0;( 100
0

0
ε

τ
Uudtdxuuuxp ∈∀≥−∫∫ Ω

. 

6. Comments 

� We note that, in this paper, we have chosen to treat a 

special systems involving Laplace operator, just for 

simplicity. Most of the results we described in this 

paper apply, without any change on the results, to 

more general parabolic systems involving the 

following second order operator :  

,.)(,.)(,.)(=,.)( 0

1=

2

1=,

xb
x

xb
xx

xbxL
j

j

n

jji

ij

n

ji

+
∂
∂+

∂∂
∂

∑∑  

with sufficiently smooth coefficients (in particular, 

0>,),(,, 00 bbQLbbb jjij

∞∈ ) and under the 

Legendre-Hadamard ellipticity condition  

,),(
1=1=,

Qtxi

n

i

ji

n

ji

∈∀≥ ∑∑ ησηη  

for all ℜ∈iη  and some constant 0.>σ  

In this case, we replace the first eigenvalue of the 

Laplace operator by the first eigenvalue of the operator 

L  (see [9]). 

• In this paper, we have chosen to treat a co-operative 

hyperbolic systems with Dirichlet boundary onditions.The 

results can be extended to the case of nn×  co-operative 

hyperbolic system with Neumann boundary conditions: If 

we take )(
1 ΩH  instead of ),(1

0 ΩH  we have to replace 

the Dirichlet boundary conditions 0=0,= ii py  on the 

boundary by Neumann boundary conditions 

0=0,=
νν ∂

∂
∂
∂ ii py

 where ν  is the outward normal. 

• In this paper, we have taken a simple target set .nKε  

In (TOP) (for example), if we take 

}||||:))(({=
)(2

1=
)(2

2 εε ≤−
∂
∂+−Ω∈

ΩΩ ∑
Lid

j

i
N

j
Lidi

nn z
x

z
zzLzK ||||  

then the necessary optimality conditions coincide with 

(19),(24), (4) (with 1,2=,= 0 ivv ii
) and 

));,(( 00

1 idi zxy −vτ  in (19) is replaced by 

).);,()(( 00

1 idix zxyI −+∆− vτ  Also, we can take 

another observation (see [7]).  

• The results in this paper, carry over to the optimal 

control problems with fixed -time ( [1] chapter 4 ), for 

example, he results of (TOP) carry over to the fixed -time 

problem  

,fixed,|)();,(|minimize 2

1=

TdxxzuTxy idi

n

i

−∫∑ Ω
 

subject to (4) [ except in the trivial case where 

);,(=)( vTxyxz iid  for some admissible control 

.)(= 1=

n

iivv ] This can proven in an analogous manner, as 

the necessary and sufficient conditions for optimality for 

this problem coincide with (19), (24) and (4) (with 

nivv ii 1,2,...,=,= 0
). 

• As a final coment, we note that the control problem for 

the second order evolution system (4) can be reduced to a 

similar control problem first order system; in the usual 

way: set 



















∂
∂

t

y

y

=ψ  and rewrite (4) in the first order 

form. However, the existing results on the time-optimal 

problem ([1], [10], [11]) pertain to the case where the 

observation is only one case (position-velocity ) but here 

we can take different cases. 
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